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Abstract: The number of people who use and rely on 
computers and computer networks grows at the same rate 
as the need to keep a computer network safe. Industries 
have to deal with a lot of new threats every day. Artificial 
intelligence can be used in a lot of different ways to make 
an intrusion detection system. This study will look at how 
an Intrusion Detection System (IDS) neural network works. 
There is a term for this method called "Self-Organizing 
Maps" (SOM). A lot of people are surprised by how neural 
networks can help people figure out how to categorise 
things. In order to use the neural technique, which claims 
that each person is unique and leaves a unique computer 
system footprint, a neural network component will be 
added to the system. This could mean that there is a 
security breach in progress if a user leaves behind a trail 
that isn't what the system administrator or security officer 
would expect from normal system use. Self-Organizing 
Maps can be used to make an Intrusion Detection System 
at the end of this article. We'll also talk about the pros and 
cons of doing so 
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I INTRODUCTION 

Security vulnerability may be found in as little as a day or 
two, depending on how fast you are. A hacker is familiar 
with current security measures and is always seeking for 
methods to exploit them. Additionally, cyber criminals are 
well-versed in a variety of technologies that enable them to 
circumvent standard security measures and steal personal 
information. Root Kits, zero-day vulnerabilities, and 
Browser Exploit Packs (BEP) may all be obtained for free 
on the black market. Zero-day vulnerabilities are also 
known as zero-day threats. Personal data and hacked 
domains may be purchased by attackers for use in future 
assaults [1]. It's unavoidable to have a security breach. 

Your greatest line of defense against an assault is early 
identification and mitigation. 

If your personal information is compromised, the 
ramifications might be severe. Leaking private information 
might cause major problems for governments, 
organizations, and people. Hackers may get access to your 
computer whether or not you are connected to the internet, 
Bluetooth, text messaging, or other online services. 
Allowing even minor issues to go unnoticed may result in 
a big data breach. People, for the most part, don't pay 
enough attention to current security dangers because they 
don't understand how they function. Private, sensitive, or 
confidential information is made accessible to a third party 
without authorization in the case of a data breach. Without 
sufficient authorization, data breach files may be read 
and/or disseminated. 

II RELATED WORK 

Tommaso Zoppi (2020) et.al Anomaly detection aims at 
identifying patterns in data that do not conform to the 
expected behavior, relying on machine-learning algorithms 
that are suited for binary classification. It has been arising 
as one of the most promising techniques to suspect 
intrusions, zero-day attacks and, under certain conditions, 
failures. This tutorial aims to instruct the attendees to the 
principles, application and evaluation of anomaly-based 
techniques for intrusion detection, with a focus on 
unsupervised algorithms, which are able to classify normal 
and anomalous behaviors without relying on input data 
with labeled attacks. 

Wei Zhong (2020) et.al With vast amounts of data 
being generated daily and the ever increasing 
interconnectivity of the world's internet infrastructures, a 
machine learning based Intrusion Detection Systems (IDS) 
has become a vital component to protect our economic and 
national security. Previous shallow learning and deep 
learning strategies adopt the single learning model 
approach for intrusion detection. The single learning 
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model approach may experience problems to understand 
increasingly complicated data distribution of intrusion 
patterns. Particularly, the single deep learning model may 
not be effective to capture unique patterns from intrusive 
attacks having a small number of samples. In order to 
further enhance the performance of machine learning 
based IDS, we propose the Big Data based Hierarchical 
Deep Learning System (BDHDLS). BDHDLS utilizes 
behavioral features and content features to understand both 
network traffic characteristics and information stored in 
the payload. Each deep learning model in the BDHDLS 
concentrates its efforts to learn the unique data distribution 
in one cluster. This strategy can increase the detection rate 
of intrusive attacks as compared to the previous single 
learning model approaches. Based on parallel training 
strategy and big data techniques, the model construction 
time of BDHDLS is reduced substantially when multiple 
machines are deployed. 
Monika D. Rokade (2021) et.al Computer network and 
virtual machine security is very essential in today's era. 
Various architectures have been proposed for network 
security or prevent malicious access of internal or external 
users. Various existing systems have already developed to 
detect malicious activity on victim machines; sometimes 
any external user creates some malicious behavior and gets 
unauthorized access of victim machines to such a behavior 
system considered as malicious activities or Intruder. 
Numerous machine learning and soft computing 
techniques design to detect the activities in real-time 
network log audit data. KKDDCUP99 and NLSKDD most 
utilized data set to detect the Intruder on benchmark data 
set. In this paper, we proposed the identification of 
intruders using machine learning algorithms. Two different 
techniques have been proposed like a signature with 
detection and anomaly-based detection. In the 
experimental analysis, demonstrates SVM, Naïve Bayes 
and ANN algorithm with various data sets and 
demonstrate system performance on the real-time network 
environment. 
III PROPOSED APPROACH 

For self-organizing maps, training and mapping are the 
two ways that they work. This is true for most artificial 
neural networks, as well. First, training uses an input data 
set (the "input space") to make the input data more 
compact (the "map space"). The map is then used to 
classify more data that comes in. As a rule of thumb, the 
goal of training is to make an input space with p 
dimensions look like a two-dimensional map space, most 
of the time. There must be at least one variable for an input 
space to have at least one dimension with at least one other 
variable. Nodes, also called "neurons," are the building 
blocks of a two-dimensional map space. They are placed 

in a hexagonal or rectangular grid, and they make up the 
map. The bigger goals of data analysis and exploration set 
the number of nodes and how they are laid out in advance. 

Node weights are based on where each node is in the input 
space. The weight of each node in the map space is based 
on its location in the input space. Learning how to use a 
map is all about pushing weight vectors toward the input 
data (lowering a distance metric like Euclidean distance) 
while still keeping the topology of the map space. The map 
can be used to find the node that is closest in weight to an 
input space vector after it has been trained. 

Results Discussion: We send the packets through the 
SOM once they've been collected, vectored, and trained. 
Figure 1 depicts the end product. Fig. 3 shows the 
categorization of input vectors, which represents user 
behaviour, and its mapping to specific neurons, which 
comprise single potential user behaviour states. Intrusion 
is indicated by the form, but is it really an intrusion, or is it 
only a possibility? Typical - Typical. Based on the results 
of the tests, the SOM network seems to be an appropriate 
core for IDS systems. 

 

Fig 1 Normal and abnormal activity in the 

network 

As part of our research, we sent an attack flow into the 
network that had been trained. As a result, the attacks 
spread to two classes and to both normal and weird 
activities. 
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Fig 2 Normal activity in the network 

During this experiment, we will use attack flow to train the 
network. We will not use the regular flow. For this reason, 
we thought it would be easier to tell attack patterns from 
normal flow if we trained with attack flow. This suggests 
that we are not looking for unusual things, but rather 
looking for signs of abuse or signatures. 

 

Fig 3 self organization map distribution network with 
normal activity 

Cost-wise, the NIDS is better than any other kind of 
detector. This makes it more useful than any other kind. 
NIDS The NIDS collects the packets that go over the 
network and sends them to a central server, where they are 
looked at. This is done by having a lot of single-purpose 
sensors spread out across the network. 

 

Fig 4 self organization map distribution network with 
normal activity and abnormal activity 

 

Fig 6  self organizing map with abnormal activity 

As you train on the same set of data, the UMAT shows 
how far apart the neurons are from each other. Training 
data colour codes show how many neurons are close 
together and far apart. Brighter colours in the training data 
show how close together and far apart neurons are. 

 

Fig 5   releasing a number of packets 
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An attacker might look for a weak spot in the system 
before he or she starts a fight. In order to find vulnerability, 
many packets are sent to a lot of different hosts until they 
find one that is. 

 

Fig 6 classification of normal and abnormal activity of 
network 

This method was made to look for any problems with the 
way a machine does its job. It makes a profile for each 
host or network connection and records everything that 
happens in the system. If your profile suddenly changes, 
you'll be seen as suspicious. Regular users who usually log 
in to their accounts twice a day will make the system think 
that 20 logins in a single day is unusual. If the user logs on 
more than twice a day, it will be seen as an attack. 

Accuracy is the percentage of time slots that are correctly 
identified to the total number of time slots. This is called 
the accuracy rate. 

Accuracy =   

Table 1: Result comparison 

 Techniques Accuracy (%) 

Existing work  
Naïve byes 

71.01 

Proposed work  
SOM 

99.9 

 
 
 

 
 

IV CONCLUSIONS 

The Self-Organizing Map, a strong mechanism, makes it 
possible to automatically figure out what kind of system 
activity is allowed. Self Organizing Maps can be used to 
make an intrusion detection system, as we showed in the 
study that came before this one, In this lesson, we've 
talked about the SOMe's architecture and flow diagram as 
well as its benefits and drawbacks. A basic map that has 
been trained on normal data can tell the difference between 
the two types of buffer overflow invasions that we tried it 
on, according to our real tests. No one needs to tell the self 
organizing map what invasive behaviour looks like, 
making this a very strong way to do things, It learns how 
to describe normal behaviour so that it can recognize when 
there is something wrong with the network. 
Our work has shown a relatively good result in detecting 
attacks however it is necessary to improve our model 
further to detect more known and unknown attacks. In 
addition, a further work that could be an extension of our 
work to fulfill the need as follows: Using different hyper 
parameter optimization technique to improve and identify 
core difference parameters that influence the model 
performance. Study on additional features and dataset 
included and selecting relatively high performance models. 
Hybrid IDS have shown high performance in other studies. 
So integrating with other signature-based IDS to form a 
hybrid IDS and measure the performance to what extent is 
usable the model. Implement with front end applications 
and using a model for analysis as a back end engine on 
live network traffic and measure the effectiveness of the 
whole system. 
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